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PREFACE

The studies reported herein were performed by the Digitek
Corporation, Marina del Rey, California, fcr the NASA Goddard Space
Flight Center, Greenbelt. Maryland, under Contract NAS 5-21093. The
performance period for the studies was 1 November 1969 to 31 October
1970. The principal investigator was Allan G. Piersol. Major contri-
butions were made by John R. Maurer. The NASA Technical Monitor
was William F. Bangs who, with Joseph P. Young, provided consider-

able assistance and valuable guidance throughout the course of studies.
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ABSTRACT

Analytical expressions defining "optimal'' test levels for
various types of vibration testing of spacecraft hardware are derived
using a '"'minimum cost of error'" criterion. The developments assume
the service environmental loads and hardware strengths are randem
variables with either lognormal or normal probability density functions.
The resulting expressions for '"optimal' test levels are functions only
of the distribution of environmental loads and cost factors defining the
undesirable consequences of potential test and service failures. It is
noteworthy that the expressions do not include parameters of the hardware
strength, suggesting that the selection of vibration test levels should not
be influenced by pretest assessments of the hardware design integrity.
The results indicate the principal factors which should influence vibration
test levels are the purpose of the test, the '"cost'" of developing the hard-
ware, and the ''cost' of a potential service failure. Specifically, all other
things equal, qualification (design verification) tests should be more severe
than acceptance (manufacturing quality verification) tests; tests of rela-
tively expensive hardware should be less severe than tests of less expen-
sive hardware; and tests of hardware whose failure in service might
produce relatively serious consequences should be more severe than tests
of hardware whose failure in service would produce less serious conse-~

quences. .
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1.0 INTRODUCTION

The development of spacecraft hardware (the complete
spacecraft assembly or any components fhereof) is accompanied by
considerable vibration testing at various stages of the development
and production cycle. The most formal stages of testing arc the
qualification (design verification) tests and the acceptance (workman-
ship verification) tests. In broad terms, qualification tests are
conducted to verify the adequacy of the hardware design for proper
performance in its anticipated service vibration environment. The
tests are usually performed on a single representative sample item
of the hardware whic!. is not scheduled for service use. Acceptance
tests are conducted to verify that the hardware is assembled without
workmanship errors or defective materials. The tests are usually
performed on all units scheduled for service use. For the case of
hardware designs involving only a few or perhaps one unit scheduled
for service use, qualification and acceptance testing objectives are

often combined into a single qual-acceptance test.

The basic purpose of a qualification test suggests that
the test levels and durations must be closely related to the anticipated
service environmental levels and durations. For an acceptance test,
however, there are two possible approaches to the derivation of test
levels and durations. The first approach is to derive testing conditions
which simulate the anticipated service environment, as would be done
for qualification testing. The argument for this approach is that such
a test should reveal manufacturing defects which might cause a ser-
vice failure. Conversely, if a manufacturing defect is not revealed
by the test, it probably would not be detrimental to the service per-

formance. The second approach is to derive testing conditions which



are specifically designed to detect workmanship errors and defective
muterials. For this case, the resulting test conditions need not con-
stitute a simulation of the antiéipated service environrnent. Xor
exxample, acceptance tests of electronic equipment sometimes include
the application of dwell sinusoidal excitation at the resonant frequencies
of wire bundles, even though no such excitation exists in the anticipated
service environment. This is done solely because the vibration of wire
bundles at resonance is an effective way to reveal (quickly fail) poorly

soldered electrical connections.

The NASA Goddard Space Flight Center (GSFC) is conr-
cerned with both qualification and acceptance tests as well as combined
qual-acceptence tests on unmanned spacecraft hardware. Irn GSFC
turrainology, qualification tests are called prototype tests, acceptance
tests are called flight tests, and combined qual-acceptance tests are

called proto-flight tests. For the case of acceptance (ilight) tests,

GSFC employes the first mentioned approach to the lerivation of vibra-
tion test levels and durations; that is, acceptance test criteria are
based upon predictions for the anticipated service environment. To be
specific, acceptance test levels are established at the 97. 7 percentile*
of the anticipated service vibration levels, and acceptance test durations
are selected to be approximately equivalent to the duration of the ser-
vice vibration exposue:¢. Qualificaticn (prototype) test criteria are then
established by setting the qualification test levels to be 1. 5 times the
acceptance test levels and the qualification test durations to be 2 tiimes
the acceptance test durations. Combined qual-acceptance (proto-flight)
test criteria are arrived at by using qgualification test levels with

acceptance test durations.

*equivalent t~ the @20 percentile of a normal distribution.
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The foregoing GSF C procedares have undoubtedly pro-
vided acceptable results, as evi ~nced by the rare occurrence of con-
firmed vibration induced service failures in GSFC spacecraft. Never-
theless, certain aspects of the procedures are somewhat arbitrary and,
hence, might be improved upon. The study reported herein is corcerned
with one such aspect of the procedures; nimely, the selection of test
levels based upon predictions for the anticipated servéice environmental

levels.

Before pursuing the above specific subject, it shouid be
mentioned that the general subject of spacecraft vibration testing raises
a number of basic issues which might be cebated. Included are the
validity and [ficiency of direct mechanic:1 vibration tests as opposed
to acoustic noise induced vibration tests, 'nput motion controlled tests
as opposed to input force and/or response motion controlled tests, fu'l
assembly tests as opposed to component tests, ind real time environ-
mental simulation tests as opposed to accelerated damage csimulation
tests. To permit the formulation of a clearly defined'problem which
can be pursued analytically, such issues are avoided in this study by
a series of basic assumptions which are generally compatible with GSFC

testing philosophy. These assumptions are as follows:

(a) An acoustic test is simply a special type of
vibration test where the input forciag function
is a pressure field rather than a mounting point

motion.

(b) No matter what parameter (impinging pressure,

input motion, input force, or rcsponse motion)

——— =
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(c)

(d)

is used to specify the vibration test levels, the
anticipated service environment can be pre-
dicted in terms of the probability density function

of that parameter.

The basic goals of a vibration test are not in-
fluenced by the scope of the hardware to be tested
(an acceptance test of a complete spacecraft as-
sembly is performed with the same basic intent as

an acceptance test of some component thereof).

Vibration exposure times in service are such that
real environmental simulation tests can be per-

formed (no accelerated testing is required).

Further assumptions needed to make the problem tractable are presented

later for each testing objective to be consiagered.
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2.0 THEORETICAL BACKGROUND

The selection of vibration test levels for spacecraft hard-
ware ultimately reduces to the determination of an acceptable compro-
mise between the undesirable consequences of overtesting versus under-
testing. Some finite risk of cvertesting or undertesting always must be
accepted since the service environmental 1oad as well as the resistance
of the spacecraft hardware to environmental induced failures are not

precisely known; i.e., both of these factors are random variables.

To present the problem in more quantitative terms, let

the followi:g notation be defined:

S = hardware strength; i.e., resistance to environmental

induced failures

E = service environmental load

L = environmental test level

p(S) = probability density function of the hardware strength
p(E) = probability density function of the service environmental

load

Note that S, K, and LL may be defined in terms of any load parameter

of concern (input acceleration, input force, response acceleration, etc. )
so long as it is the same parameter for all three. Further note that S
and E are both functions of frequency since the hardware strength as
well as the environmental loads are frequency dependent. It follows
that an appropriate value for LL will also be frequency dependent. How-
ever, the notation (f) for the frequency dependence of S, E, and L will

be omitted throughout for simplicity.
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Given the above definitions, the comprcmise between over-
testing and undertesting can be graphically illustrated as shown in Figure
I. For atesvatlevel L, it is clear from Figure 1 that the probability of
the hardware failing the test (related to overtesting) is

L

R = P[S<L] :/ p(S)a S (1)
VO

while the probubility »f the environment:zl lcad exceeding the test level

(related to undertesting) is

(o0}

« = P |L<E] :/ p(E) d E (2)
L

Of greater interest is how the test level L relates to the
probakbkility of an environmentally induced service failure. In the absence
of any testing, the proubability of a service failure is simply the probability
that S < E. Specifically, letting v = S - E, the probatility of a service

fai.ure is given by

P =P[SSE]=P[VSO]=[ p(v)dv (3)

Now consider the case where the hardware has passed a test at level L.
Letting A = S - LL and assurmung {&cr zimplicity that the test causes no
damage, the probability of a service failure given the hardware passes

a test at level L is

P[S=<E, L<S]
P[L<S]

P (L) = P[SSE|L<s] =

» wnd R —e |
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p[k>0] - D
/ p(h)dx
0

where P [ x I y] denotes the conditional probability of x given y, and

P [x, y] denotes the joint probability of x and y. For the case of a test
at level L = 0 (no test), A S in Eq. (4). Since S cannot be negative
(0 =< S <w), it follows that j: p(\)dx =1 andfom p(v, N)d\k=p (v)
Hence, for the case of L, = 0, Eq. (4) reduces to

0
Pf(L=O) =/ p(v)dv

e o)

which is equal to the probability of a service failure defined in Eq. (3),

as would be expected.

Although not obvious from Eq. (4), it can be shown that
Pf (L) -0 as L— o. In words, for the idealized case being considered,
the probability of a service failure in a successfully tested item of hard-
ware goes down as the test level goes up. Of course the probability of
the hardware passing the test, even though it may be satisfactory for
the service environment, also goes down as indicated by Eq. (1). Hence
the risk of undertesting can be eliminated only by testing at infinite
levels which would fail all hardware items, while the risk of overtesting
can be eliminated only by testing at nil levels (no testing at all). It is
clear that the selection of a test level involves a compromise between

these two extremes.
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3.0 TEST LEVEL SELECTION CRITERION

The first problem to be resolved is the formulation of a
suitable criterion for the required compromise between overtesting and
undertesting. A number of possible criteria are available from the
general literature on statistical decisions, as summarized for appli-
cations to the aerospace vibration testing problem by Rentz [1]*. The
most attractive of the possible criteria from the viewpoints of simplicity
and applicability to the problem at hand is believed Lo be a ""minimum
cost of error' criterion. Such a criterion is applicable to most testing
problems involving a simple '"yes'' or '"no'' decision where the undesirable
consequences of an incorrect decision are finite and subject to quantitative

estimation. A simple statement of the approach is presented in | 2] with

more rigorous developments available from the references to [1].

3.1 REVIEW OF BASIC APPROACH

Let w be a parameter value of interest, and 2 be the
domain for all porsible values of w. Let © be a set of desirable values
within Q which hopefully includes the parameter value w, and 6 = Q2—6
be the set of values within 2 which do not fall within 6 (the complement
of 6). An experiment is now performed with a result that leads to one

of two possible decisions, d, or d_, as follows:

1 2
d1 = the parameter value w is inside 6 (w < 0).
d2 = the parameter value w is outside 8 (w«c 5).

It follows that the resulting decision will produce one of four possible

situations:

*Numbers in brackets denote references in Section 8. 0.

T M



a) decision d1 is made when in fact w < ©

(a correct decision)

b) decision d2 is made when in fact w « 6

(a correct decision)

c¢) decision d1 is made when in fact w < 6

(an incerrect decision)

d) decision d_ is made when in fact w < ©

2

(an incorrect decision;

The first two situations involve correct decision which are assumed to
produce no undesirable ccasegquences. The second two situations in-
volve incorrect decisions which are assumed to produce undesirable
consequences that can be quantitatively predicted. Let the incorrect

decisions be called errors. It is now asserted that a '"good' experiment

is one which will produce a decision with the minimum undesirable con-

sequences on the average; that is, the minimum expected value for the

cost of an error.

To formulate the criterion, let the following notation be

defined.
P1 = probability of an error in decision dz; that is,
P [dz:w < 0]
C1 = cost (or other measure of the undesirable con-
sequences) of an error in decision dZ.
PZ = probability of an error in decision dl; that is,
p [dl W c ‘6—]

10
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C. = cost (or other measure of the undesirable con-

sequences) of an error in decision dl'

p = probability that d1 is correct decision; that is,
Plwcb].

1-p = probability that d_ is correct decision; that is,

2
Plw cg]

Now if w < f. decision d2 would constitute an error; the probability of
the error is P1 and the cost is Cl' Hence, the expected value for the

cost of an error in this case is P1C1. Similarly, if w < 6, decision d

1
would constitute an error with an expected cost of PZCZ. It follows that
the expected value for the total cost of an error is

C,=pPC, + (1-p)P,C (6)

2

A "good'" exnperiment will then be one where P1 and P2 are such that Ce

in Eq. (6) is a minimum.

3.2 APPLICATION TO VIBRATION TESTING
Consider an idealized vibration test, as discussed in Section

2.0, where the following assumptions apply.
a) The test is performed to verify that the hardware

will function properly in its anticipated service en-

vironment.

11



b) If the hardware passes the test, there is nno residual
damage caused by the test which will adversely
influence the proper performance of the hardware

in service (no fatigue damage occurs).

c¢) If the hardware fails the test, some corrective action
(redesign, rework, etc.) is taken and the hardware
is retested: that is, the hardware must successfully
pass the test without waivers before service use is

approved.

The criterion outlined in Section 3. 1 may now be applied directly to the
design of a ''good'" experiment (the selection of a ''good' test level) for

this idealized vibration test as follows:

Let S, £, and L be the hardware strength, the service
environmental load, and the test environmental level, respectively, as
1llustrated in Figure 1. I.et d1 be the decision to approve the hardware

for service use which occurs if the hardware passes the test; that is,
S > L——d1

and d‘2 be the decision not to approve the hardware for service use which

occurs if the hardware fails the test; that is,

It foliows that d1 will be a correct decision if the hardware in fact is

stronger than the service environmental load; that is,

12
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wc9= S>E

while d2 will be a correct decision if the hardware in fact is not stronger

than the service environmental load; that is,

w c§-= SSE

Finally, the cost of an error in decision d, will be the cost of « servir=

1
failure, to be denoted by Cf, while the ¢nst of an error in decisicn d2
will be the cost of a test failure (redesign, rework, rctest, etc.), to be
denoted by Ct. Then, referring to Eq. (6), the te.ms needed to define

the expected value of the cost o1 an error is as follows:

P, = P[d,|we8] =P[SSL | S>E]
C1 = Ct (cost of a test failure)
P, :P[dllwc_6']=P[S>LISSE]
C‘2 = Cf (cost of a service failure)
p = Plw:z6] = P[S >E]
(t-p) = Plwe6] = P[S< E]
Hence, Eq. (6) becomes
C, = PlS > E] P[SSL|S>E]Ct
+ P[S < E] P[S>L|S$E]cf (7)

Noting that P [x /y] = P [x, y] /P [y], Eq. (7) reduces to

C, = P[S<L, S>E] C,+ P[S>L, S<E] C, (8)

13



Based upon the criterion discussed in Section 3. 1, a 'good' test lev.l
L for this idealized exaruple is one which minimizes Ce in Eq. (8).

Such a test level will be referred to as an ""optimal'' test level.

A brief review of Eq. (8) quickly reveals the logic of the

criterion as applied to the vibration testing protlem. Specifically, fg.

(8) says that the total cost of an error is given by the probability of &
test failure due to overtesting (P[S<L, S >E]) times the cost of a tes®

failure due to overtesting (Ct) plus the probability of a service failure

dre to undertesting (P[S >L, S<E])times the cost of a service failure

due to undertesting (Cf). An optimal test level is one which will ra.ni-

mize this cost on the average.

14
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4.0 FORMULATION OF TEST LEVEL SECTION MODELS
The criterion for selecting an optimal test level, as cut-
lined in Section 3. 0, is now applied to the specific types of tests per-
formed by GS5¥C. Qual-acceptance testing is considered f{irst since
it provides the most direct application of the criterion. Acceptance

testing is considered next and qualification testing last.

4.1 QUAL-ACCEPTANCE TESTING
Consider a qual-acceptance vibration test, called a proto-
flight test by GSFC, as discussed in Section 1. 0. Let the following

assumptions apply.

a) Thc purpose of the test is to verify that the specific
hardware item being tested will function properly in
its anlicipated service vibration environment; i. e.,
the design integrity and fabrication quality of the item

are adequate.

b) The integrity of the hardware design has not been
verified by a prior qualification test on a prototype

unit.

c) If the hardware passes the test, there is no residual
damage caused by the test which will adversely in-
fluence the proper performance of the hardware in

its anticipated service environment.

15
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d) If the hardware fails the test, corrective action in
the form of redesign and/or rework is ‘aken and the
hardwarc is retested; that is, the hardware must
successfully pass a test witkout waivers before being

approved for service use.

Assumptions a) and b) evolve directly from the basic purpose of a qual-
acceptance test as defined herein. Arsumption c) is inherent in the qual-
acceptance test concept and critical to the problem formulation. Un-
fortunately, in light of assumption b), the validity of assumption c) is
questionable in practice. In fact, this assumption points out the primary
deficiency in the qual-acceptance test concept. Specifically, in the ab-
sence of a prior prototype test, it is difficult to confirm that the qual-
acceptance test has not expended a significant portion of the wear-out
(fatigue) life of the hardware. Perlaps this cornfirmation could be
obtained from the results of earlier engineering and design evaluation
tests, or from analysis of data collected during the qual-acceptance

test. In any case, the assumption is necessary and will apply.

Assumption d) requires elaboration. The problem here is
defining what constitutes a failure of the hardware. On the one hand, if
a structural member were to break due to inadequate design strength,
this clearly would be a failure in the context of assumption d). On the
other hand, if a wire connection were to break due to faulty soldering,
the test might be briefly interrupted to resolder the connection, or
simply continued to ccmpletion with the corrective soldering accom-
plished at the conclusion of the test. Either way, this would not be a
failure in the context of assurnption d) since no major corrective ac ion
in the form of extensive analysis and/or retest would be required to

make the hardware suitable for service use. In broad terms, a test

16
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failure will be defined as any structural failure or performance
malfunction which cannot be confidently attributed to an easily repair-

able workmanship error or material defect.

With the above assumptions, *the discussicns in Section
3. 0 can now be appiied to the design of a qual-acc=eptance test. In fact,
the assuinptions make the qual~acceptance test equivalent to the ideal-
ized vibration test discussed in Section 3. 2. Hence, the results in Eq.
(8) apply directly, that is, the expected value of the cost of an error in

qual-acceptance testing is

Ce = P[S<L, S>E]C ‘ + P[S>L, S SE]Cf (9)
q
where
S = hardware strength
E = service environmental load
L = test environmental load
C ¢ - cost of qual-acceptance test failure
q
Cf = cost of service failure
4.2 ACCEPTANCE TESTING

Consider next an acceptance test, called a flight test by
GSFC, as discussed in Section 1. 0. Let the following assumptions
apply.

a) The purpose of the test is to verify that the specific
hardware item being tested was manufactured with
no workmanship errors or material defects that
would impair proper performance in its anticipated

service environment.

17
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b)

d)

The integrity of the hardware design has been verified

by a prior qualification test on a prototype unit.

If the hardware passes the test, chere is no residual
damage caused by the test which will adversely in-
fluence the proper performance of the hardware in its

anticipated service environment.

If the hardware fails the test, corrective action is
taken in the form of an investigation to determine if
the failure was due to a basic design fault which es-
caped detection in the qualification test. If so, re-
design and/or rework is pursued. If not, that specific
item of hardware is rejected as being quality defective

beyond repair.

Assumptions a) and b) evolve directly from the basic purpose of an

acceptance test as defined herein. Assumption c¢) is inherent in the ac-

ceptance test concept and critical to the problem formulation, as was

true for qual-acceptance testing in Section 4. 1. Assumption d) elabo-

rates on the type of action which usually is initiated by an acceptance

test failure.

same way as a qual-acceptance test failure in Section 4. 1%, then assump-

However, if an acceptance test failure is defined in the

tion d) is no different from the corresponding as-umption used to formu-

late the qual-acceptance test case.

*anomalies due to obvious workinanship errors or material defects which

are repaired during or after the test and do not initiate extensive analysis

+
-

and/or retest are not considered to be failures in the context of assump-

ption d).

LR e |
. %
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Hence, in the final analysis, an acceptance test serves the same basic
purpose as the qual-acceptance test;, i.e., to verify that the specific
hardware item being tested will function properly in its anticipated

service vibration environment.

The only practical differ-.acz between acceptance and qual-
acceptance testing is that for the . zptance test case, the design
integrity of the hardware in question has already been verified by a
prior qualification test on a prototype item. The primary implication
of this difference is that assumption c), which is questionable for the
qual-acceptance test, is reascnable for the acceptance test assuming
the acceptance test is less severe than the prior qualification test. A
secondary implication is that the probability distribution of the hard-
ware strength S of concern in the acceptance test may be different from
the sirength of concern in qual-acceptance testing. Specifically, the
expected value of the hardware strength should be somewhat greater for
the acceptance test case because of the added confidence provided by the
fact that the hardware has successfully passed a prior qualification test.

Based upon the above considerations, the expected value of

the cost of an error in acceptance testing is given directly by Eq. (8) as

= < > FE + > < 1
c_= P[s,sL, S >Elc, + P[5 >L, 5 <E|C, (10)

which is the same criterion as presented for qual-acceptance testing in
Section 4. 1 with two exceptions.

a) The hardware strength is denoted by Sa rather than S
to indicate different strength distributions may be in-

volved.
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b)

The cost of a test error is denoted by Cat rather than

C ¢ to indicate different costs for a test failure are
q
involved.

QUALIFICATION TESTING

Finally consider a qualification test, called a prototype test

by GSFC, as discussed in Section 1. 0. Let the following assumptions

apply.

b)

c)

d)

The purpose of the test is tc verify the adequacy of
the hardware design for proper performance in its

anticipated service environment.

A decision concerning the adequacy of the hardware
design is based upon the results of a single test on
one sample item of the hardware. The sample item

tested is not itself delivered for service use.

If the sample item of hardware passes the test, N
items of production hardware will be delivered for

service use afcer appropriate acceptance testing.

If the sample item of hardware fails the test, cor-
rective action in the form of redesign is taken and

a new reworked sample item of hardware is tested,
that is, a sample item of hardware must success-
fully pass a test without waivers before the hardware
design is approved for service use. Furthermore,

all items of production hardware which might have
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been manufactured prior to the test will be refur-
bished in accordance with the redesign needed to

pass the test.

Assumptions a) and b) evolve directly from the basic purpose of a
qualification test as defined herein. Assumptions c) and d) are needed
to quantitize the potential cost of an error in the decision resulting from

the test.

Given the above assumptions, there are several intepreta-
tions which can be applied to formulate an expected cost of error for

qualification testing. Three possibilities are now considered.

4.3.1 Approach No. 1

The first approach is to select the qualification test level
based upon the probability that all production items (rather than the
sample item being tested) will function properly in their anticipated
service environment. This is done without consideration of the poten-
tial results of the acceptance tests to be performed on the production

items.

Following the procedure in Section 3, let d1 (dz) be the
decision to approve (not to approve) the hardware design for service

use which occurs if the sample item passes (fails) the test; that is,

d

4

S >L
q

S <L
q

where Sq is the strength of the sample item used for the qualification

test. Decision d1 will be considered a correct decision if all production

items are stronger than the service environmental loads; that is,
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S > > ~E = A E
ai E z%nd Sa E and and SaN i:l(sai > E)

2

where Sai is the strength of the ith production item. Decision d2 will

be considered a correct decision if any production item is not stronger

than the service environmental loads; that is,

The undesirable situations (erroes) which might result from the qualifi-

cation test are then

N
a) decision d1 is made when in fact "L-Jl(sais E).
N

b) decision d‘2 is made when in fact Q(Sai > E).

It follows that the various terms needed in Eq. (6) become

N
= < E
P, 1r>[sq L 1Ol(sai> )]
C1 = th (cost of a qualification test failure)
N
P = P[S >L |.U(s .S E)]
2 q i=1" ai
C2 = Cf (cost of a service failure)
N
= >
p P[[)(s,, > E)]
N
1- = <
(t-p) = P[{(S_;< E)]

22




Hence, the expected value of the cost of an error is

N

N
- (M < ‘
C, = PIL}6,>»B)] Pls <L [\, >E)] Cot

N N
n p[izui(saism] Pls_>L iLzll(sais E)] C,

(11)

N , @
= < + =
p[sq L, Q(Sai>E’] Cot p[sq >L, (S SE)C,

Note that the cost of a test failure, as denoted by C'qt in Eq. (11), must in-
clude the cost of refurbishing all production items which might have been
manufactured prior to the qualification test, as well as the hardware re-
design action needed to pass the test. If MS N production items were
manufactured prior to the test and Cr is the cost of refurbishing a single

production item, then

c =¢C + MC (12)

4. 3,2 Approach No. 2

The second approach is to select the qualification test level
based upon the probability that all prnduction items will pass their ac-
ceptance tests and function properly in their anticipated service environ-

ment.

For this case, the basic decision process is the same as
outlined in Section 4, 3.1, except the undesirable situations (errors) which
might result from the qualification test must be modified to account for
the later decisions produced by the acceptance tests on the production

items., Specifically, let d, be considered a correct decision if all pro-

1
duction items will pass the acceptance test and are stronger than the

service environmental loads; that is,
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S , >L,S ,>EandS _>L , S _>E and
a al a2 a a2

and SaN >La’ SaN >k = f) (Sai> La' sai >E)

where S ; is the strength of the ith production item as before, and La
a

the acceptance test level. Decision d2 will be considered a correct

decision if any production item is not stronger than the service environ-
mental loads (whether it will pass an acceptance test is not relevant in

this case); that is,

U
< < < = <
Sal_Eor Saz_E or ... orSaN_E i:l(sai_E)

Evaluating the undesirable situations (errors) and calculating the terms

in Eq. (6) leads to

1
C =P[S <L, (N\(S .>L , S , >E)]C
q 1=1" ai a ai qt

e

N
+ P[Sq>L, 1k=)1 (sais E)]c:f (13)

!
where th is as defined in Eq. (12).

4.3.3 Approach No. 3

The final approach is to select the qualification test level
based upon the probability that the sample item being tested will function
properly in its anticipated service environment. For this case, the pro-
bability that the production items will function properly in their anticipated

service environment is accounted for in the '"cost of service failure'' term.
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The decision to approve (not to approve) the hardware design for service
use which occurs if the sample item passes (fails) the test is the same as
before, that is,

S >L d

S <L d

Now, however, decision d1 (dZ) will be considered a correct decision if
the sample item being tested is stronger (not stronger) than the service

environmental loads;, that is,
S >E (d, correct)
q i
S <E (d, correct)
q~ 2
Hence, the undesirable situations (errors) which might result irom the

qualification test, and their probability of occurrence, are the same as

developed in Section 3. 2; namely

|

P[S < L|S >E
. [q" g 7

P P[s > L|S <E]

2 q q

Furthermore, referring to Eq. (6), the pCt term is the same as before

except the cost of refurbishing M<N items of production hardware which

might have been manufactured prior to the qualification test must be added.

Specifically, using the notation of Eq. (12),



!
pC, = p[sq > E]cqt = p[sq > E] (cqt t MC ) (14)

Now consider the (l-p)C, term in Eq. (6). Let P __ de: «te

nf
the probability thet n < N production items will fail in servic~. ... .unung

all production items have the same strength distribution funct on, wn-

probability of n service failures is given by the binumial distribution;
that is,

nf (N-n)!n! f " s

where

Pf = probability of a single service failure

z P[Sa_<_h.]

P = probability of . :ivele service success

= = | -
P[Sa>E] Pf

Let C £ denote the cost of n service failures. Assuming all service fail-
n

ures are of equal cost, Cnf = n Cf where Cf is the cost of a single

service failure. Since all failure ccst possibilities must be considered,

it follows that

(1-p)C, = 5 nCP_ QL p bp N-n -

f‘;im-nmnu)' f s

(N-1)! n-t _ N-n 1 i
= \ICfPf 21 (N-n) '(n-1)! R Ps g
|
I
¥
2 i
g
3
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Letting u = N-1 and v = n-1, the surnmation in the above expression reduces

to
S
u.! v u-v u
—_— - +
st (u-v)v! pf 1Ds (Pf PS)
v=20
Hence,
(1-p)C. = NC_.P, [P +P]N'1 = NC P
TP, T 'l A R - £f
= NCfP[Sa_<.E] (15)

Finaliy, 2ssume that the acceptance tests on the production items elimi-
nate from service use all items with deficient strength due to poor work-
manship and/or material defects; i.e., assume Saz Sq. Then, using

Eqgs (14) and (15), the expected value of the cost of an error in qualification

testing is given by Eq. (6) as

O
i

P[S >E] P[S <L|S >E]J(C ,+MC )
q q q qt r

e

P[s <E]P[s >L|S <E] (NC,)
q q q f

P[s <L,S >%](C ,+MC )+ P[S >L,S < E]J]NC
q q qt T q q f

(16)

Of the three approaches developed in this Section, the formu-
lation resu.ting from the third approach, as given by Eq.(16), will be used

to derive cptimal levels for qualification testing. The primary reason for
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this choice is that Eq. (16) is the only one of the three formuiations
which can be minimized and solved in closed form without introducing
extreme assumptions. The only debatakle assumption involved in the
derivation of Eq. (16) is that Sa‘—: Sq. This is a reasonable assumption
if the prototype hardware item used for the qualificaticon test is truly

representative of the production items, as it should be, and if #; >> oy

as it usually is.

ww §
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5.0 SOLUTION OF TEST LEVEL SECTIOM MODZXLS
The determination of an optimal test level from the cost of
error models presented in Section 4. 0 requires three general steps as

follows:

&) Specific probability density tunctions of the hardware
strength S and the environmental load E must be as-

sumed.

b) The probability statements in Eqs (9), (10) and (16) must
be reduced to analytical expressions inveoclving S, E,
and L based upon the probability density functions

assumed for S and E.

c) Each of the resuiliing cost of erro» expressions must
be differentiated with respect to the test level L, and
solved for the value of L which makes the derivative

equal to zero.

Fach of the above steps is now outlined with analytical details presented

in the appendices.

5.1 PROBABILITY DENSITY FUNCTIONS
; The determination of an optimal test level will be pursued

assuming two different forms for the probability density functions of S

; and E, as follows:

a) lognormal distribution.

§ DS

b) normal distribution.

hiord a4
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For the lognormal distribution assumption, the protability density func-

é - |J-§ 2
( ) (17a)
73

(17b)

tions of S and E are given by

A 1 1
p[S]— 2w 0§ exp--z-

exp

o)
x>
W
o
=)
P
-
e TN
o) -
o
a =is
msy '
=
my
SN—
L

where . = log S

E = log E

Mg = mean value of log S
Mo = mean value of log E
Os = standard deviation of log S
. = standard deviatior of log E

For the normal distribution assumption, the probability density functions

of S and E are given by

- -
S - p\e
. N 1 S (18a)
p[s] = 2m T, exp- 2 oy ]
- a 2'}
R 3 ) (18b)
PE] = g0 ©XP|" 3 v
€ 5 §
where o = mean value of S
M = mean value of E
o = standard deviation of S
o = standard deviation of E

Of the above two probability density functions, the lognormal

function is the more realistic for the problem being considered.

e ™M P e o
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Although there is no firm theoretical justification for a logrormal assump-

tion, it has been widely used in the past to describe the probabilistic
character of both environmental loads and hardware strength. From a
theoretis 11 viewpoint, the lognormal distribution rules out the possi-

bility rative values for S and E, which is consistent with physical
reality. ~ .om a practical viewpoint, it makes the distributions of the
load and strength parameters normal when these parameters are measured
in dB, which is convenient. Further discussions of the lognormal distri-
bution are presented in Appendix A.

The normal probability density function theoretically suggests
the possible occurrence of negative values for S and E, which cannot
happen in practice. Furthermore, experience has not supported the ap-
plicability of the normal assumption to environmental load and/or hard-
ware strength distributions. The normal distribution assumption is em-
ployed in these studies primarily to provide an indication of how much
the underlying probability density function assumption might impact the

resulting optimal test levels provided by the models.

5.2 REDUCTION OF PROBABILITY STATEMENTS

The two basic probability statements which appear in Eqgs (9),
(10), and (16) are the joint probabilities, P[S<L, S>E] and plS>L, S_<_E]~
These two statements are reduced to analytical expressions assuming both
lognormal and normal distributions of E and S in Appendix B. The results
for the lognormal distribution assumption are presented in Eqs (B. 8) and
(B.10). The results for an unrestricted normal distribution assumption
are given by Eqs (B. 14) aad (B. 15), while the results for a truncated
normal distribution assumption (restricted to nonnegative values of S and

E) are presented in Eqs (B. 19) and (B. 21).
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5.3 SOLUTION FOR TEST LEVEL WHICH MINIMIZES COST OF
ERROR

By substituting the appropriate expressions from Appendix B
into the equations for Ce developed in Section 4, taking the derivative of
Ce with respect to L, and setting this derivative equal to zero, the test
level L o which minimizes the expect value of the cost of an eror Ce is
determined for each of the three types of testing. These calculations are

presented in Appendix C. The results are summarized below.

5.3.1 Solutions for Qual-Acceptance Testing

The test level which will minimize the cost of error in qual-
acceptance testing, as given by Eq. (9), is determined in Appendix C to

be as follows:
a) Yor lognormal distributions of S and E,

erf(Lo _ “€> = Cf _ th (19a)
o ?_(Cf + th)

£
b) For normal distributions of S and E,

erf Lo - = Cf _ th (19b) ’
o 2(C_+C )
£ f qt

F 2

In the above equations,

{ k 2
erf(k) = —m——:ﬁ exp [- % ] dx
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5.3.2 Solutions for Acceptance Testing

The cost of error model for acceptance testing, as given by
Eq. (10), is of the same form as the model for qual-acceptance testing
given in Eq. (9). They differ only by the terms for cost of a test failure
arnd hardware strength. The latter term does not appear in the solution
for the test level which 1ainimizes the cost of error. Hence, the results
for acceptance testing are the same as presented in Eq. (19) for qual-
acceptance testing except Cat replaces C ¢ that is,

q

a) For lognormal distributions of S aad E,

Lo = Hs C, €.
erf | —p—] = — ., - (20a)
2(C. + )

b) For normal distribution of S and E,

L -p c_-C
erf|—%—8| - L at (20b)
E 2(C_.+ C )
f at
5.3.3 Solutions for Qualification Testing

Using Eq. (16) as the cost of error model for qualification
testing, it is clear that the qualification test case is the same as the qual-

1
acceptance test case except that the cost of a test failure is given by C at

= th + MCr, and the cost of service failures is given by NCf. Hence, the
test level which will minimize the cost of error in qualification testing is

as follows:
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For lognormal distributions of S and E,

L - - +
(Lo p£> NC -(C +MC_
erf =

1
Te 2INC.+C _+MC ) (21a)
f qt T
For normal distributions of S and E,
- - + M
erf “o #‘) - " %" Cgr “1) (21D)
t | 2(NC,+C _+MC)) !
f qt T

l
%
!
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6.0 EVALUATION OF RESULTS

The optimal test levels presented in Section 5. 0 for all
three types of testing are particularly gratifying in three important
respects. First, the hardware strength S does not enter intc the re-
sults indicating the optimal test levels are independent of the strength
of the hardware being tested. This is of great practical significance
since the hardware strength is generally an unknown parameter in
practice. Second, the results can be reduced to an optimal test level
in terms of a percentile of the environmental load distribution as a func-
tion of a ratio of the cost of a test failure to the cost of a service failure.
This is convenient in terms of practical applications as will be dis-
cussed later. Third, the results are fully consistent with a lower bcund

for optimal vibration test levels previously derived by Choi and Piersol

n [3] .

6.1 RESULTS FOR QUAL-ACCEPTANCE AND ACCEPTANCE
TESTING

Since the optimal test levels for qual-acceptance testing and
acceptance testing are similar in form, they will be discussed together.
First, let the optimal test level expressions as given by Eqs (19) and
(20) be converted to a more convenient form as follows.

Let Xo denote the optimal test level Lo in terms of a per-
centile of the distribution function of the environmental load E; that is,

L
(o]
X, = 100[ p(E) dE

-0

For either a lognormal or normal distribution of E, it follows that
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k k 2
o 100 +[D p(z)dz} = 100 [é— + V-}rﬁ-fo exp(—%)dx]

i
2z
1
B

100 + erf (k)} (22)

where

(1,

- M,
( T E) for a lognormal distribution
k =W

L - pE
"———-) for a normal distribution
\

Hence, Eqgs (19) and (20) may be written as

-

(C. - C,) [ C,
1 f t i I
X = 100 |= 4+ —————— =2 100 '
+ +
0 2 Z(Cf Ct) ng CtJ
= 100% | (23)
i1 +R |
L e
where
(C
gt for qual-acceptance testing
Cf
R = {
c
C .
at for acceptance testing
\Cf

The form of Eq. (23) is desirable for two reasons. First, it

expresses the optirnal test level in terms of a percentile of the assumed
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environmental distribution, which is usually the way test ie¢vels are
arrived at in practice. Second, it expresses the cost terms as a ratio
of the test failure cost to service failure cost. This is important for
the following reason. It might be difficult in practice to individually
assess the anticipated cost of a service or test failure in absolute
terms. However, it might be quite reasonable to assess the relative
importance of the two possibilities. For example, it may be impractical
to say that a test failure would cost $104 and a service failure would
cost 3105, but completely within reason to say that a service failure
would be 10 times as undesirable as an unnecessary test failure. Fur-
ther discussion of the cost terms is presented in Section 6. 3.

It is interesting to compare the optimal test level given by
Eq. (20) with a previously determined lower bound on the cptimal level
for vibration tests derived by Choi and Piersol in [3].* For conditions
appropriate to qual-acceptance and acceptance testing, the test level

bound given in [3] is

X > 100 [1-R] (24)
0 C

where RC is the same as defined in Eq. (23). This bound is plotted along
with the optimal level cf Eq. (23) in Figure 2.
It is seen in Figure 2 that the optimal test levels developed

herein are consistently above the bounding optimai levels derived in [3J

*The basic decision criterion used in [3] is slightly different from the
criterion employed here in that [3] seeks to minimize the expected cost
of any decision resulting from the test, rather than the expected cost of
just the incorrect decicions. This fact, h.wever, should not detract from

the validity of [3] as a bound on the resulis developed herein.
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LEVEL

PERCENTILE OF ENVIRONMENTAL

TEST LEVEL,

100 1\

90 A
80 -

70 4

50
40 S
30 A

20

Optimal Lavel

Lower Bound On
Optimal Level

(Ref.3)

FIGURE 2. OPTIMAL TEST LEVEL VERSUS COST RATIO FOR

COST OF /EST FAILURE
COST OF SERVICE F.. _URE

QUAL-A . ePTANCE AND ACCEPTANCE TESTS
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The results indicate the optimal level approaches the bound of [3] as

the test level increases (as the cost ratio decreases). At the one extreme
where the cost ratio is zero, both cu:ves converge to the 100th percen-
tile, suggesting an infinite test level in this case. This is logical since an
extremely rigorous test would be warranted if the cost of a test failure
were negligible compared to the cost of a service failure. At the other
extreme where the cost ratio is unity, the bounding value suggests only
that the optimal test level is greater than zero. The optimal value deter-
mined herein, however, is a test at the 50th percentile of the environ-
ment. This means a tec’ with an equal chance of over and under testing,

which is logical if the costs of a test failure and a service failure are

equal.

6.2 RESULTS FOR QUALIFICATION TESTING
The optimal test level for qualification testing, as given by

Eq. (21), can be written in terms of a pevcentile of the distribution func-

tion of the environm i load as follows:
1
X =100 |7 + erf(kﬂ
o 2
B - +
_ 100 -1.+NCf (Ct MCILL]_[ NCf ]
B +C + - +C +
_2 2(N Cf Ct MCr) NCf Ct MCI_
-
= 100 —-y——,-J (25)
LN + R
c
where
S+
R' i C, MCI_
c Cf
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Equation (25) is similar in form to Eq. (20), which presents the results
for qual-acceptance and acceptance testing. Hence, the form of Eq. (25)
is desirab.e for the same reasons as discussed in Section 6. 1. Plots of
Eq. (25) for various values of N are presented in Figure 3.

Again referring to [3] , a lower bound on the optimal levels

for qualification vibration tests was derived to be

- 1
X <100 li-Rj] t/N (26)
C C

where Rc is the same as defined in Eq. (25). This bound is plotted along
with the optimal level of Eq. (25) for the case of N = 8 in Figure 4. Note
that the optimal test levels developed herein are again above the bounding
optimal levels desirved in [3] for the case of N = 8. The fact that the

optimal level will always exceed the bound for all values of N is demon-

strated in Appendix D.

6.3 DISCUSSION OF COST ITEMS

The selection of optimal test levels in terms of a minimum
cost of error criterion reduces to the assessment of the ratio of the unde-
sirable consequences of failing the test due to overtesting versus failing
in service due to undertesting. The assessment of this ratio Rc depends

on the hardware being tested and the type cf test being performed, as is

now discussed.

6.3.1 Influence of Hardware

It is clear that the value o’ RC which might be appropriate for
testing of a single component could be quite different from the value of
Rc which would apply to an entire spacecraft assembly. Even among
single components, however, an appropriate value for Rc could vary

widely.
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FIGURE 3. OPTIMAL TEST LEVEL VERSUS COST RATIO FCR
QUALIFICATION TESTS — VARIOUS PRODUCTION RUN SIZES
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FIGURE 4 OPTIMAL TEST LEVEL VERSUS COST RATIO FOR
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For example, if the component in question is a relatively inexpensive
"off the shelf" item which can be procured from several competitive
vendorrs, but its failure in service could mean the loss of the entire
spacecraft, then Rc would be a very small number: say, 0. 01 or less.
On the other hand, if the component in question is an engineered item
involving high cdevelopment costs, but its failure in service would mean
the loss of only one of a coilection of experin.ents to be performed by
the spacecraft, then Rc would be a somewhat larger number; say, 0.1
or greater. for the case of qual-acceptance or acceptance testing,
Eq. (23) suggests that the first hypothetical component should be tested
at no less than the 99th percentile of the environmental load distribution
while the second component should be tested at no greater than the 9lst
percentile.

Although not consistent with current GSFC practice, the
above results are fully consistent with intuition. On the one hand, if a
component is readily available at low cost from several sources so that
a test failure would require oun!y a new procurement from a different
source, but the component is criticzl to the overall success of the space-
craft mission, then the risk of undertesting should be minimized even at
the expense of a high prcbab:.ity of overtesting; that is, the demand for
an unsuallv rugged component shcild be high. On the other hand, if the
component is ‘he resnlt of an expense development program where a
test failure would lead to redevelopment, but the component is critical
only t~ a limited purtion of the spacecraft mission, then the risk of >ver-
testing should receive increased concern; that is, the demand for rugged-

ness should be more moderate.
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6.3.2 Influence of Testing Objective

A comparison of Eqs (23) and (25) reveals that for similar
cost factors and N > 1, the optimal level for a qualification test is al-
ways higher than for a qual*acceptance or acceptance test. Of course,
for a given item of hardware, the cost ratios would not necessarily be
the same for all three testing objectives. Nevertheless, it is unlikely
that the variations in Rc would be sufficient to alter the basic coaclusion
that qualification demands higher test levels. This conclusion is con-
sistent with both current practice and intuition. Simple judgement
strongly supports the idea that the most severe test should be the one
intended to verify the integrity of the basic hardware design.

The implications of the results to qual-acceptance verus
acceptance test levels are less obvious. The same test level selection
rule, as given by Eq. (23), applies to both of these cases. However,
the cost ratio term RC may be different for the two cases, and in practice,
usually is. Specifically, the cost of a service failure for the two cases
would be the ¢+ me for simil>+» hardware since only one item of hardware
is involved. On the other hand, the cost of a test failure generally would
be different for similar hardware since an acceptance occurs much later
in the produc:ion cycle than a qual-acceptance test; that is, the accep-
tance test occurs after the hardware integrity has been supposedly verified
and the design cycle has been closed. It follows that a failure in accep-
tance testing (as defined in Section 4. 2) probably would lead to more
involved corrective action in terms of both redesign and refurbishing than
a failure in qual-acceptance testing. Referring to Eq. (23), this means
that Cat>ch, and thus, Rac > ch, all other things equal. Hence, the
cptimal test levels for acceptance testing would generally be lower than
the optimal test levels for qual~acceptance testing. This conclusion is con-

sistent with current GSFC policy, as outlined in Section 1. C.
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6.3.3 Determination of Cost Ratios

There are two possible approaches to the determination of
appropriate values for the cost ratio Rc in Eqs (23) and (25). The first
is to employ quantitative cost figures (in dollars) available from accounting
data. The second is to rely solely upon subjective judgment.

The simplest quantitative approach is to use worst case figures
for the cost of a test or service failure. The worst case figure for a test
failure would be the total cost of developing or purchasing the hardware

item being tested (the worst possible failure would be one that required a
completely new design). The worst case figure for a service failure would
be the total cost of the experiment which that failure might abort. Some
interesting data on the cost of spacecraft launches is available from [ 4].
The subjective approach involves an estimate for Rc based
upon qualitative considerations including perhaps a "gut' feeling for the
relative importance of a test and service failure. Note that such qualita~
tive considerations have traditionally been involved in vibration testing
thoughout the aerospace industrv. The procedure of granting a '"waiver"
for a test failure is nothing more than a qualitative decision that the cost
of ordering redesign or rework needed to pass the test is not worth the
limited improvement that might be obtained in service reliability. Such
''waivers'' are based upon an engineer's evaluation of the relevance of the
failure (was 1t dur to overtesting) and the cost of correcting it, versus the
risk and consequences of a service failure wl.ich might result if the prob-

lem is not corrected. This same type of juigment could be used to arrive

at estimates for Rc in Eqs (23) and (25).

6.4 C "MPARISONS WITH CURRENT GSFC POLICY
It is noted in Section 6. 3. 2 that the optimal test levels sug-

gested by the results herein are generally consistent with current GSFC

pclicy in terms of testing objectives.
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Specifically, the results indicate qualification tests should involve the most
severe levels while acceptance tests should be the least severe and qual-
acceptance tests something in between. Although GSFC performs qual-
acceptance (proto-fliéht) tests with the same test levels as qualification
(prototype) tests, the qual-acceptance test duration is only half as long.
Fence, the procedure is somewhat compatible with the results.

The specific differences between qualification and acceptance
test levels called for in current GSFC policy are not necessarily consis-
tent with the results herein. GSFC specifies the qualification levels in
terms of a fixed margin (50%) over the acceptance test levels. The results
cf Eqs (23) and (25) indicate the margin should be in terms of a difference
in the percentile level of the environmental load distribution. Furthermore,
the results herein indicate that there might be differences in the optimal
test levels for different types of hardware, as discussed in Section 6. 3. 1.
Current GSFC policy does not provide for such differences.

To pursue the latter point further, GSFC policy calls for ac-
ceptance ({light) test levels at the 97. 7 percentile of the anticipated service
environmental loads, regardless of the component being tested. From Eq.
(23), this corresponds to a cost ratio of Rcz 0. 023, that is, an assess-
ment that a service failure due to undertesting is about 43 times more un-
desirable than a test failure due to overtesting. This Joes not appear to
be an unreasonable assessment on the average. Based upon the past expe-
rience of this author, cost ratio assessments in the range from Rc = 0.1
to Rc = 0. 01 would probably cover most aerospace hardware in practice
(excluding manned spacecraft). These cost ratios correspond to test
levels in the range from the 91st to the 99th percentile. Current GSFC

test levels fall well within this range. ..

-8
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7.

CONCLUSIONS

The principal conclusions of the studies are as follows:

optimal test levels for qualification, qual-acceptance, and
acceptance vibration tests can be derived by minimizing the
expected value of the undesirable consequences (cost) of an

error in the decision resulting from the test.

the resulting optin.al t:st levels are a function of the distri-
bution of the service environmental loads, the cost of an
unnecessary test failure, and the cost of a potential service
failure. For qualification tests, the number of production
items which might have been manufactured prior to the quali-
fication test, as well as the total number of production items

to be manufactured, also influence the optimal test level.

the optimal test levels are not an explicit function of the hard-
ware strength. This is an important conclusion which might
not be intuitively obvious at first glance. However, by cun-
sidering the alternative (what impact should a low or high
expected value for strength have on the selection of a mini-
mum cost of error test level), the lack of an explicit func-

tional relationship appears reascnable.

all other things equal, the optimal level for qualiiication

tests is more severe than for acceptance tests.
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all other things equal, the optimal level for a test

increases as:

(a) the cost of redesigning th. hardware to pass

the test decreases,

(b) the cost of a scrvice failure of the hardware

increases,

(c) the numbe: of production items to be munu-

factured increrses (qualification tests only).

the results are generally consistent with intuitior and

reasonably consistent with current GSF( policies.

for the case of acceptance tests, the results indicate
that an optimal test level in most cases would be a test
at the 91st to 99th percentile of the anticipated seivice
environmental loads. This compares favorably with the
current GEFC policy of testing at the 97. 7 percentile of

the anticipated service environmental ioads.
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PPENDIX A

PROPERTIES OF TH™ LOGNOKMAL DISTRIBUTION

Let X = log x be a normally distribuied random variable

2
with a mean value of Mo and a variance of oo that is

;( = pA 2]
a 1 | f
P ( X ) o —eet———— (_\xp - —2—- et ————
O-A
vV 2nr LIP X

~

Then the randorn variable x = exp [ X ] is -aid to have a lognormal

distribution.
Al MEAN VALUE OF LOGNORMAL VARIABLES

Given the lognormal variable x, the mean value ¢’ x is
defined by

L = E[x] = E[exp(iz)] =[°°exp[§]p(§)d£

Lo

(A-1)

(A-2)
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Now let
X - po ot "522 d%
y = e dy = -;——-
T oy
It follows that
2
" 1 ep[p+U§Jf [zlz]d
= X o exp |- Y y

X Ver ¢ 1 e |

Hence,
2
_ y 22 A-3)

My = ©XP I Ha 2 (
A.2 VARIANCE OF LOGNORMAL VARIABLES

Given the lognormal variable x, the variance of x is
defined by

2 2 ~
0'2 = E[(x-p. ){l = E[x:l - = E[exp(cx):]-p.z (A-4)
x x x X

Thus

A 2
1 ® n 1 | X~ Ha -
o‘xz + p.xz S ———— ,[exp [Zx] exp ,:- —2—( x) de
\/211' o . 0'32

@
S exp [— -1—-2 (522 -2 (}.L},E + 20'322) X+ pﬁz)]df

27 o L
"E 0

2.2
i ’ 2 © 1 }?"(I-‘-£+20'A )
= exp 2\}'.,‘4-0',‘) exp |- = [—2—%~] a2 7
VZTr oo x X 2 Ty f

-

e NS
o s

52

prsnignwed
L ?

M e

Wk e s

[ PR R S



Now let

It follows that

Hence,

2 al 2
crx = exP[Z(“§+U§2|- px (A.5)

A.3 INVERSE RELATIONSHIPS

Equations (A. 3) ard (A. 5) may be solved for the mean and
variance of X as a function of the mean and variance of x as follows.

From Eq. (A.3)

2
’%
pa + =log p (A. 6)
X x
2
From Eq. (A.5),
/ o 2
2 1 2 2 1 2 X
\ 2 | X
= lo +i0 |y A (A. 7)
- By T2 OB 2 )
Px /
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Hence,
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APPENDIX B

REDUCTION OF PROBABILITY STATEMENTS

This Appendix outlines the reduction cf the joint probability
statements, PLSéL, S>EJ and PLS?L, SﬁE], to analytical expressions

assuming both lognormal and normal distributions of S and E.

B.1 SOLUTIONS ASSUMING LOGNORMAL DISTRIBUTIONS OF S
AND E

First consider the probability statement, P[SﬁL, S>E]. Let

the following transformations be defined.

A A

n = S/L n = logn = logS- logL = S-L (. 1a)
~ A ~

§ = S/E E€ = log §€ = logS - logE = S-E (B. 1b)

Noting that S and E cannot take on negative values in practice, it follows

that

P[s<L, s>E] = P[0<n <1, £>1]

P[7<0, §>0]
j° [j‘”p(ﬁ, §)d€]dﬁ (B. 2)
0

- Q0
as illustrated in Figure B.1. Now from [5] '

A A 1
p(n, &) = 7@, B P (S, E) (B. 3)

From Eq. (B.1), § = ﬁ+£ and E- ﬁ+£ - £&. Hence, the joint probability
density function in Eq. (B. 3) is given by
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(S,E)
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P(OSSs<L, S>E20) -
7SL POX \

: p(S,E)dS |[dE AAé’
7

0 E
/
74
1
(M.¢) ;\\\\L\t

S=L

neq 6 % b

Plo<ng! , £2

| @

1)

p(n,g) 9 | dn

VAN
AAAANAAANS OO

[ CCC ) $)
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OOCOC)

A =ogn

\ E>S
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A

p AN (S’ E) = p »
SIE OE

Wiy

and the Jacobian reduces to

giving |38, E)|= 1.

am 83
0S )
o) aA

Also, since S and E are independent, it follows that

36, E)

A A
S and E are independent. Thus, Eq. {B.3) becomes

ptd, §) = p(A+D) p (7+L-E) (B. 4)
and Eq. (B. 2) reduces to
. [+] S (o0 A~ ~
P|S<L, SXE| = n+L (A +L- 1 B.5
[ | /_mpg(n )[/o pE(n éfdé]dn (B.5)

For the case of a lognormal distribution of S and E, the variables

A A
S and E are normally distributed with mean values of Mg and “F’ respective-

s 2
ly, and variances of o-?‘ and Op respectively. Substituting the appropriate

normal density functions into Eq. (B.5) yields

A A 2 A A
{ ° g thoRg fw { 6+L'§"‘€2&'~ I
P[SeL., S>E] = m’ exp| - 5 —;:"— expj| - 5 ) gyan
§ £ ‘e 3 (} £
(B. 6)
Now let
A A~ A
ntL-E-p, £
u = - . € and duzg'g (B.7)
£ £



Eq. (B.5) reduces to

‘o CRS I -m 2
S¢L, S7E] = == H—2 : f o \exp|- G [
P[ <L, 7,] = m-m exp 5 Ug e ﬁ,,L_pe) P 2

}
[\
3 -
WQ‘
(oS TR o
8 o
> o °
]
©
1
[
N o
P N
3>
+
v F‘>
by =t
wo
[ SN
[v K
3>

]
-
+
[NSTRC
(¢
2]
-~
D S
>
]
SR
w)
R

P[ssL, S7E]

-+

- A 2 A
{ ° g ["thre nthepe)
_\/—2—— exp| = 5 erf{ —]dn| (B.8)
T O Jo T %

k
where erf (k) = v%?f exp [ -xZ/Z] dx
o

Now consider the probability statement, P[S>L, SSE] . Using the
transformations and results of Eqs (B. 1) through (B. 4), it follows that

P[s>L, S<E] = P[n>1, 0<t=i]

p(#>0, £<0)

[‘”[_f:p(ﬁ. é)dﬁ] af

o

© a o A N A A A
=/ Py (n+L)[:f P, ('q+L-§)d§—J dn (B. 9)
o -®
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Again assuming a lognormal distribution for S and F., and using the sub-

stitutions of iq. (B.7), the resull in ky. (B. 9) reduces to

p(s>L, S<E]

1]

ﬁ
-
o1
[¢]

%
o}
!
1
N
3>
o
wi |
]
x
wy
S———
oo
ol =
El
]
P
—
™
®
»
go]
f ] l
e
no
S
a2
c
o,
3

p[s>L, S<E| =

where the erf function is as defined in Eq. (B. 8). (B. 10)
B.2 SOLUTIONS ASSUMING NORMAL DISTRIBUTIONS OF S AND E
Let the following transformations be defined
A = S-L (B.11a)
v = S-E (B. 11b)

If no restrictions are placed on the values of S and E (if negative values are

permitted), it follows that
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P[SsL, S:E] = P[\s20, v>0)

o @
p(\, v)dv|d\
//.w [JI; ]

Similarly,

"

as illustrated in Figure B. 2.

P[S>L, S¢E] = P20, veo]

@ o
f [fp(h, v)dv] d\
o -

(B. 12)

(B. 13)

Now, a comparison of Eqs (B. 11) through (B. 13) with Eqs (B. 1), (B.2) and

(B. 9) reveals that the formulations here are identical to those developed for

the lognormal case where

S 1is analogous to
E 1 1" 1
k " 1" "

v 1 " 1"

uny 3> [Ty nd

Hence, for the case where S.and E are normally distributed with mean values

of Py and Mo and variances of o'sz and o

2, respectively, it ftollows that

1 1 L-us
P[s¢L, S7E] = 3+ 5 erf| —
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=/ /p(x,v) dv | dx
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FIGURE B2 TRANSFORMATION OF VARIABLES — NORMAL CASE
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1)
S

[0}
- 1
21 o exp
s

(o]

P[s>L, ng] =714_ "% erf(L-Ms)

2

NV —

(H-L-ps) (M-L-pi)
erf dx

o o

S €

(B. 15)

where the erf function is as defined in Eq. (B. 8). Note that £qs (B. 14) and

{B. 15) are arrived at assuming S and E can take on negative values, which

is not possible in practice.

B.3 SOLUTIONS ASSUMING TRUNCATED NORMAL DISTRIBUTIONS

OF S AND E

Finally consider the physically realizable case where S and E are

normally distributed, but restricted to nonnegative values.

assume that

f p(S)ds = f p(S)das
o] - 0

0 D
[p(E)dE =[ p(E)dE

o]

]
-

[}
[N

which are reasonable assumptions if (R “!cs and k> Zo'! .

formations of Eq. (B. 11), it follows that

P [-L<X$0, O<vyg X+L]

<] A+L
f f p(\. v )dv] dx
-L]70

plossiL, s>E20]

as illustrated in Figure B. 2. Using the relationship of Eq. (B. 3), the above

probability reduces to
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) AHL
PEKSSL, S>E?.0] = / ;.s (H’L){[ pE (X’rL-V)dV] d\

-L o
2
e e (2]
21"1's o L 2 LA
AtL AL-v-p 2
times / exp| - W —= dv } A\
2 )
o N E
(B.17)
Now let
AtL-v-p
u = - £ and du = dv (B. 18)
T o
3 E
Eq. (B.16) reduces to
2
] . 0 [ I(HL-ps) 'I
P[Oﬁ-SSL, S>E20| = f exp | - = —) |
- 37211' AR 2 A J

(pi) : 1
. 1 « u
times ’\'/-2_1: (;_+£-“i) exp [— > :l duJ )N

3
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M 0 L-p
erf{ — ]| erf{ —]+ erf
o o A
2
o [ e - 3
2t o P 2 o
s =L s

HL'":
times erf I dA (B. 19)

-

Note that for the special case where p >>0. and p>>0, erf( 1 /o)
P s~ > % e % s 1%

= erf( [«LE/a-E }~#1/2, and Eq.(B. 18) reduces to

P[osssL, s>Ezo] = ‘11+ % erf (L'“s)

)
2
1 o 1 )d-L-ps )\+L-}.I,E
bt [ - 1) [ () ah
S o exp 3 - erf = (B. 20)
s - s E

which is the same result that was obtained for the unrestricted normal dis-
tribution of S and E in Eq. (B. 14). It car be shown by similar developments

that the probability statement P [S>.L20, 0$S$E] is given by

Lep
S
ps>L20, oss¢E) = 2 - % erf( )

o
s

1 ® ARSI 29 MLe-p
— ‘—'—'—f exp| - s | — erf | —]d\ (B.21)
2w crs 0 2 o o

which is the same as the result obtained for the unrestricted normal

case in Eq. (B. 15).
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APPENDIX C
SOLUTIONS FOR MINIMUM AVERAGE COST OF ERROR

This Appendix outlines the solutions for the test level which
minimizes the average cost of error formula developed in Section 3.0
and applied to various GSFC testing ob,ectives in Section 4. 0. From
Eq. (8), the expected value for the cost of error in vibration testing is
given by

C, = P[s<L, S>E]Ct + P[S>L, S<E]C (C. 1)

f
where the two probability statements are defined for both lognormal and

normal distributions of S and E in Appendix B. The test level which will
minimize the average cost of error in Eq. (C. 1) is given bty that level Lo

which satisfies the expression

dCe dP[S<L, S>E] dP[S>L, S<E]

_— = + = .

dL t dL Cy dL 0 (C.2)
C.1 ASSUMING LOGNORMAL DISTRIBUTIONS OF S AND E

Assuming lognormal distributions of S and E, the first term in

Eq. (C.2) may be evaluated as follows. From Eq. (B. 8),

dP[S<L, S>E] t dP[S<L, S>E] 1 [ ) (L-p,’\ 21
dL "L ar. T 2fzmogl T2\ o |
s/ ]
(A A B 2 k
1 f° 3+L-u?\ 1 n+L Ha } n+L- hal !
- ol /| > iexp |~ T\ T — on Jerf. dn §
$ /‘\ / S
~ 2
f ?,‘+L-p,;\ 741 +L-pe 2]
+ -3 |/ t|{— n .3
Zmr? Lo exp (18 / \ oA -Jd"l (C.3)



where §, ﬁl, and f. are the logarithms of S, E, and L, respectively, 3 is
as defined in Eq. (B. la), and the er{ function is as defined in Eq. (B. 8).

Consider the first integra’® in Eq. (C.3);, namely,

A A oy 2 A N
9 “1+L~P3\ 1 ﬁ“—*'#e '\“'L“P-»\
I o= 5! exp |- 5 | —— erf £ dn
o0 T A I 0-3 O.'E‘
s
Integraiion by parts with
/o o\ . s i\ 2]
ﬁ+L- Be n+L-p.,.\ [ y q+L-p‘.\
u = erf = dv = > expl-;— — | dn
gA < 0
3 s
“¢ |\ / J
1 ﬁ+.':-p. ﬁ+£-|.ts 2
du = — exp - —F dn v= - exp|-~-

1 1§
vVen P 2 Gf J 2 s

leads to the result

] o
I = uv - vdu
J
—® - - A 2 A A ]
r g [ ntLl-pa l ntL-pg
= —exp|- 7 cert D ——
I © [ | =
-0
A A 2 2
1 ) { r]+L'}-LA { n+L‘P-g .
+ exp| - 3 exp| - > dn
Ver 0y Jow ’t %
{L-ng)* i
1 '“i) ( ‘“i)
= —exp|~ = erf
2 ( Oa o,
$ £

N N LS PR S K TS R 1
+ f exp{- < ||—~-— +| —— df

q, Ta
] £ )
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- e g

Substitution of this expression into Eq. (C.2) gives

A 2 . Pa)
dPl:SsL, S>E:| t AT L-pg
= - —————m - — -+
dL \/2n o, L exp 2\ o > terf op

S
(C. 4)

Star .n, with Eq. (B.10), it can be shown by a similar development that

the second term in Eq. (C. 2) reduces to

dP[ S>L, S<E | 1

dL —\/21\' 0'§L exp

(C.5)

The derivative of the average cost of error is now obtained by substituting

Eqs (C. 4) and (C. 5) into Eq. (C.2), as follows.

N - 2 Ve "- \
Te | : LY s c | L tert The
dL ~ Vimo L e*p 2\ o qt | 2 2

Loy 1
+ C, erf( - = (C. 6)

Ga 2
E

Hence, the optimal test level Lo is given by that level which satisfied the

relationship
£ A
~pa B L ol VS
o E o E 1
-+ —_— - =| =
Ct[z erf( 0_? ):]'f‘Cf erf( - ) 2] 0
or A
erf Lo i = —-——Cf Ct (C.7)
~ T2 +C
% (Cp +Cp)
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C.2 ASSUMING NORMAL DISTRIBUTIONS OF S AND E
Assuming unrestricted normal distributions of S and E, the first

term in Eq. (C.2) may be evaluated as follows. From Eq. (B. 14),

dP[S<L s>1ﬂ 1Lk, 2
dL 2w o exPp T,
1 0 /AtL- |J. 1 /A\+L-p 2 AtL-p
- exp - — erf | —= d\
VZW o 2 T o
§ "~ H E
1 o A+tL - "k 2 )‘+L-ME 2
+ —— -=l{l— | :
2r o o / exp 2 - - dx (C. 8)
$ E'~-o H E

where \ is as defined in Eq. (B. 11a) and the erf function is as defined in
Eq. (B.8). Now, a comparison of Eq. (C. 8) with Eq. (C. 3) reveals that
the formulations here are identical (excluding an L in the denominator) to

those developed for the lognormal case where

S is analogous to §
E " on E/:\
A
L tnon L
A
)\ I n 'f‘]

Hence, it follows from Eq. (C. 4) that
ap| ssL, s>E] 1 roy L-p.s) [1 L-p‘)"
= exp |- 3 5 + erf J

dL Var T l 2 o 2 o

By a similar development, it can be shown that
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P lren

|

J “ . f_ N 1 i v Fiad
dI[S?I,SF]_ 1 It Li-p f AN
dL T \/2n o XP 2 o er o 2

(C. 10)

Finally, substituting Eqs (C. 9) and (C. 10) into Eq. (C.2) and solving for

the optimal test level Lo yields

erf( LO-HE) = Cf’- Ct (C. 11)
o Z(Cf+Ct)
C.3 ASSUMING TRUNCATED NORMAL DISTRIBUTIONS OF S AND E

Now consider the physically realizable case where S and E are
normally distributed, but restricted to nonnegative values. The first

term in Eq. (C.2) may be evaluated as follows. From Eq. (B.19),

) 2.
£S5 SE2 -
dPl:O,S L, S>E (ﬂ_ 1 . He . _1 L-p R [ 1
dL "\/Zn' O T o P 2 oy P 2 0's

/s
| 0 ML-p ML-p 3 ML-p
- exp| - —| |erf | — ] d\
VZTI’ o 2 o (3
S 3 A E

-1 g
S

1 0 1 )\+L-ps 2 )\+L-pE 2
+ -} ——— ————— .
Py 0[ exp > = + - dx (C. 12)
S E s E

-L

SN

where \ is as defined in Eq. (B. 11a) and the erf function is as defined in
Eq. (B.8). Consider the first integral in Eq. (C. 12); namely
2

-0 >\+L-!J.s 1 )\+L-us \ )\+L-p.E
I =j (——7—) exp| - = —;—"—) erf ——G"""'-) dx
-1 g H 4 E

Integration by parts with
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(x-!-L-p.E) <x+L-ps) 1 <)‘+L'”s )2
u = erf dv = exp | =7 dx
T - 2 2 o‘s
H
1 1 (HL-pE)Z . (HL_“s)z
du = —=— exp|=Ss\|\—/ | |d\ v==exp|=-F\T™T
- /2T o 2 o 2 o,

leads to the result

2
{ 0 1 )\+L-pE )\+L-}LE
e exp{=~F|\7 >/ *t \~” di
V T% -L % T

Substitution of this expression into Eq. (C. 3) gives

P[OsSsL, s>1~:zo] 1 1 (L-ps>2 /pi)
erf \;_"'
[ ]

exp
dL (2w A 2 A
L-p.E 1
+ erf (C. 13) ?
(18 - §
E IR
Starting with Eq. (B.21), it can be shown by a similar development th:t .

the second term in Eq. (C. 2) reduces to

P[S>Lzo, OSSSE] { [’ Lo, 'l
= fmo |PIT2

di \/Tn‘s |

Promni)

7N



Hence, substituting Eqs (C. 13) and (C. 14) into Fq. (C.2) and solving for
the opcimal test level Lo yields
{
L - ~C -
( o HE) SC— erf(p /o )C,
erf

- = C +C (C. 15)
\ E { t

M
1
Note that for the case where b > > o erf( ;—E-) =3 and Eq. (C. 15) reduces
E

to the same result obtained for the unrestricted normal distributions of S and

E in Eq. (C. 11).

C.4 ALTERNATE SOLUTION
The solution for an optimal test level may be obtained more direct-
ly if the expression for the average cost of error in Eq. (C. 1) is written in

an alternate form. This may be done by using the following relationships.

P[ssL, S>E P[S>E] - P[S>L, S?E} (C. 16)

-

-

P [S)L, S>E

p[s>L] - Pls>L, s¢E] (C. 17)

[

Substituting Eq. (C. 17) into Eq. (C. 16) yields

P[Sé.L, s>1~:] = P[S7E] - P[S)L] ¥ p[sn,, ssE] (C. 18]
Now substituting Eq. (C. 18) intc Eq. (C. 1) gives

c, = {p[sm} - P[S>Lj rC,+ plsrL, SSE] (C,+C.)  (C.19)

Hence, the optimal test level is given by that level Lo which satisfies the

expression

7.



dc_  dp [S)L] dP[S>L, ssE]

TRk L Ct + qL (Ct+Cf) =0 (C. 20)

¥or the case of lognormal distributions of S and E
o ] ®

r A A

pls>L] - f p(S)dS = f p(S)dS
L o = A 2
! | /S-“g A
———aa exp| - = \ dS
1 / ZT\' O’S c 0‘§
A

i (L"r‘s)
2 o'g

1
!
i

®

R

r

Thus,

(C. 21)

dP[S>L] 1 1 ﬁ-pgz
== =

-7 ~ /2w crgL exp -2 To

The derivative of the joint probability statement in Eq. (C. 20) is given by
Eq. (C.5). Substituting Eqs (C. 5) and (C. 21) into Eq (C. 20) yields

2.

A

dC_ _ 1 o | - L (L-Mg) .

dL \/'Z‘n‘ch 2\ o t
ﬁ'”e 1

+ erf( m )-—-2- [ct+cf] =0

Solving for the optimal level L0 agaiu gives

A

L 'I-l-t Cf'C
erf( 2 ): Lt (C. 22)

which agrees with the previous result of Eq. (C. 7).
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e t——

For the case of unrestricted normal distributions of S and E,

2
~ @ i @
P[S)L] =/ p(S)dS = ':'-2‘;-'{[ exp| -
L

NV -

S-p

a

L €
1 ¢ Lopg
= 5 -~ er -
S

Thus,

2
dP[S,L] 1 A
dL - T re P T 2\ o (C.23)

S S

The derivative of the joint probability statement in Eq. (C. 20) is given by
Eq. (C. 10). Substituting Eqs (C. 10) and (C. 23) into Eq. (C. 20) yields

dc 1 Lop \2(
e _ 1 S C
dl. 2t o exPp 2 o { t
S s
(22} - e |l -
er o 2 t f|{
E
Solving for the optirmal level Lo agair gives

L -p C,-C
o & f t
erf| —m) = —— (C. 24)
+
( 2 ) 2C+Cy

+

which agrees with the previous result of Eq. (C. 11).
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APPENDIX D
EVALUATION OF OPTIMAL TEST LEVEL BOUND

In Section 6, an optimal level {or qualification vibration tests
in terms of a percentile of the environmental load distribution function

is chown to be

N
X = 100|— (D. 1)

° N + R
qC

where N ic the number of items scheduled for service use and Roc is the

ratio of the cost of a qualification test !ailure to a service failure. In

[3], a lower bound on this cost was determined to be

i
jt/N

X > 100[1 -R
o~ qc

(D. 2)

It will now be shown that Eq (D.2) is indeed a lower bound on Eq. (D. 1)

for all values of the positive integer N and all values of ch in the appli-
cable range 0 < R <1,
qc

From Eqs (D.1) and (D. 2),

N
>t -r)!/N (D. 3)

N +R

where the subscript on R is omitted for clarity. It follows that

N
R
1+§)(1-R) (D. 4)

t >
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N
Now expanding (1 + 1%_) into a binomial series, Eq. (D.4) reduces to

N N ! R\
1 > Z-—-——-—-——-—-(—-\ (1 - R)

N6 (N-h)!'h! \N/

N N ! R\h N N ! (Rk“\
> —————— — - .. )
- Z 'h! (N) 1; (N-k) ! k ! Nk)(D ’)

Letting h=j+1 and k=j, Eq. (D.5) becomes

1%;1 N ! RjH\ N N (R
1 > 1+ -
: TV Dy

JFo  (M-j-1)! (j+1)! \N =0 (N-j) !5\ N
N+l N-1 (N-1) ! N ! ritt
R
2. 1 - N 1 Z = "
N j=o | (N=j=1) ! (j+1): (N-j) it | N?

Noting that the term in the brackets reduces to

(N-j)(N-1) ! - N ! (j4+i)  (N-1) ! [N-j-N(j+1)]

(N-j) ! (j+1) ! (N=j) ! (j+1)!

(N-1) ! (j) (14+N)

I

(N-j) ! (j*+1) !
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Equation (D.6) may be written as

MY sy g ey /R
1>1 - - Z I— (D.7)
N jmo  (N-j) ! (j+1) ! N

Since R, N, and j are always positive quantities and N is always greater

than ), it is clear that all terms in the series of Eq. (D. 7) will be positive.

Hence, the inequality of Eq. (D. 7) and, correspondingly, the inequality of

Eq. (D.3) must always be true for all values of N.
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